
PNNL is operated by Battelle for the U.S. Department of Energy

June 18, 2019

Improving Spectroscopic 
Analysis using Machine 
Learning from Atomistic 

Simulations

Eric Bylaska (PNNL)
Raymond Atta-Fynn (UTA)

1

“A man dreams of a miracle and wakes 
up with loaves of bread”

Erich Maria Remarque 



• Molecular Modeling in Geochemistry

• Ab initio Molecular Dynamics - Predictive Model for Molecular 
Geochemistry

• Solving dx/dt = F(x) faster

• Challenges and Opportunities in Fitting Molecular Dynamics 
Potentials with ML

Outline



• Most (all) geochemistry problems begin at the nano-scale
§ Large numbers of atoms (1000’s) and long simulation times are 

needed to simulate dilute solutions 

• Molecular level experiments need interpretation
• Classical two and three body potentials are often used for these type of 

simulations

• Unfortunately, these classical potentials are often not very good at 
polarization, e.g. predicting the hydration shells of many aqueous metal 
(surface) species, or chemical bond breaking/making

• Ab Initio Molecular Dynamics (AIMD) avoids the use of such potentials but 
is only practical for 100’s 1000’s of atoms. 

• Still need Free energy pathways, PMFs
• Long time? Multiple Instances?

AIMD	simulation	of	U(VI)-U(VI)	
dimerization	on	solvated	Mackinawite	
surface(300oK)

Challenges for Molecular Modeling  Of 
Geochemistry/Actinide Chemistry
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Development of Advanced Molecular Models 
for Geochemistry 

The potential surface from the 
(induced) COSMO chargesAccurate modeling of redox processes, in particular electron 

transfer (ET) reactions at interfaces and polaron motion in solids, is 
a difficult electronic structure problem 
• Behavior is heavily dependent on the properties of the strongly 

correlated materials containing localized d electrons, coupled 
with long range processes such as hydration, disorder of the 
surface/solution interface, the interaction of the solution phase 
with the highly charged mineral surface, etc. 

CTR	for	c-plane	of	
Al2O3 (Fenter)

EXAFS	of	U	incorporation	 (Ilton)

Molecular simulation is playing an increasingly important role in 
modeling and interpretation of spectroscopies. However, these 
simulations need to be constantly updated to more reliably capture 
the complex chemistry in the mineral/fluid interface region being 
probed. 

Exaflop computing is within reach, and high-performance 
computing is a priority area for the DOE Office of Science. All 
of the simulation advances of our program are focused on the 
optimal use of emerging high-performance computers. 
Bylaska is a primary author of NWChem and has recently 
developed the EMSL Arrows web-based scientific service. 
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Ab initio molecular dynamics (AIMD) 

QM-CC																			QM-DFT																		AIMD																					QM/MM																	MM

• 100-1000 atoms, 
uses plane wave basis

• >>10K atoms likely within 2 years
• Many FFTs and 

DGEMM operations
• “Meaty”: Lots of FLOPs, 

but also bandwidth sensitive

Development emphasis is on providing parameter-free predictions applicable to a wide range 
of temperatures, pressures, and compositions 

Fig. 5. Weak scaling study: time-to-solution for 1 MD step in
simulation of liquid water, up to 1,179,648 atoms and 1,572,864 MPI
tasks.

Fig. 6. 1,179,648 atoms (393216 water molecules) problem simu-
lated on the full Sequoia machine with 1,572,864 cores, including a
“zoom-in” showing an isosurface of the electronic density computed
by DFT.

the weak scaling study, we end up with an insufficient
amount of memory. To assess the scalability over a
greater range of task counts, we reduced the number
of MPI tasks per node below 16. This necessitated
restricting the number of threads to one thread/MPI task,
to ensure that each MPI task could use more memory
but not more than one core for its computation. The
resulting strong scaling curve is plotted in Fig. 7. The
reduced efficiency at high number of MPI tasks is mostly
due to the fact that building the linear system with the
principal submatrix becomes more expensive (more tasks
to communicate with) and is used less efficiently. Indeed,
there is an average of 8, 4, 2, 1 and 0.5 columns to solve
for, respectively, for the number of tasks utilized here.

Fig. 7. Strong scaling study on Sequoia: time-to-solution for 1 MD
step in simulation of liquid water (294,912 atoms) as a function of the
number of MPI tasks. Only one thread for each MPI task was used.
Efficiencies for each data point, from left to right, are 1.0, 0.85, 0.81,
0.60, and 0.39. The second data point from the right corresponds to
the load used in the weak scaling study.

Even though the electronic structure is computed at
every MD step, the most important information we obtain
out of a molecular dynamics simulation are the atomic
trajectories, i.e. just a few floating point numbers for each
atom. This data is relatively small compared to the entire
electronic structure and does not need to be stored at
every step, due to the high correlation between steps.
Thus, although I/O was included in all runs, the impact
on performance was negligible. Finally, while we only
had access to the full Sequoia computer for a few hours,
we were able to demonstrate the sustainability of the
method by running 98 MD steps in just under 3 hours
wall-clock time.

VIII. IMPLICATIONS FOR FIRST-PRINCIPLES
MOLECULAR DYNAMICS

The case for O(N) complexity has been made for
a long time, but proposed solutions have often not
been able to match the accuracy of the Plane-Waves
approach and thus have had only limited adoption. It
is therefore difficult to overstate the anticipated impact
of removing the O(N3) barrier while still maintaining
the generality and controlled numerical error of Plane-
Waves methods. A rough estimate of time-to-solution
for a PW code based on the O(N3) asymptotic scaling
shows that computing a million atoms using a million
cores would take about two years, instead of the 90
seconds it takes with our O(N) approach. In addition, the
memory available would not be sufficient to hold just the
solution of the DFT equations. Thus our new approach



Basic Features of Ab Initio Molecular 
Dynamics

DFT Equations àMCSCF
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CP dynamics: Ion and wavefunction motion 
coupled.  Ground state energy μ=0

Want to do this in ~1second per step
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Predictive Model for UO2
2+(aq)

• Good EXAFS agreement but recent HEXS 
experiments suggest a 4-fold state is 
energetically nearby

• Results from Metadynamics
• Coordination number collective variable
• 5-fold state is favored over  4-fold state by 
ΔA5→4=0.7 kcal/mol

• Agrees with ΔGexpt=1.2 kcal/mol
• Predicted associative barrier ΔA5→4

‡≈4.7 
kcal/mol

• Prediction: 6-fold state has short lifetime in 
solution; not stable relative to 5-fold state.

• ΔA5→6=8 kcal/mol; ΔA5→6
‡≈9 kcal/mol



The generally excellent agreement of the 1st principle MD-XAFS simulation with the data. 
The scans are calculated by a parameter free method which can be implemented more 
efficiently than the use of empirical interactions suggesting that this method can be 
used to interpret more XAFS spectra in more complex environments.



Octahedral uranyl-like U(VI) incorporated in hematite is 
accommodated by protonated trans-corner Fe vacancies

9

44% adsorbed and 56% incorporated

McBriarty et al., Env. Sci. Technol. 52 (2018) 6282 
[Experimental data from Marshall et al. 2014]

Shell by shell                             AIMD-informed EXAFS

Duff et al. (2002)
Ilton et al. (2012)
Marshall et al. (2014) 

UL3 EXAFS are nearly
identical, but three different
interpretations:

All used very high Debye-
Waller factors to model the
first shell

30% bulk vac.

corner-sharing
vac.

corner-sharing
vac.

26% bulk vac.
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Future	Transformative	Applications	 in	Geochemistry

Synergistic AIMD free energy simulations with XAS spectra can be used to 
determine the solute structure of environmentally important species in solutions 
as a function of TPX. Used to develop chemically and thermodynamically highly 
accurate solution models with exceptional extrapolation properties in TPX.

Old Way – The diagram for the 
distribution of aluminum species 
was determined entirely from fitting 
thermodynamic data using an 
assumed speciation scheme. 

• Strategies	to	search	configuration	space	must	be	
developed.	

AIMD simulations are already find relevant solvent structures in a first 
principles approach to calculating  isotope fractionation based on harmonic 
frequencies.  

• If the simulations were faster, it would be possible to directly calculate the 
fractionation factors using quantum dynamics.
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• AIMD simulations have the potential to significantly improve the 
molecular interpretation of IR and Raman spectroscopies along 
recent variants of them where they are combined with 
instrumentation such as AFM.  

• In principle, AIMD analysis methods can easily be extended to IR 
and Raman (i.e., AIMD-IR and AIMD-Raman). 

Other Spectroscopies: Algorithms for IR and 
Raman spectra interpretation 

																										𝑃#=
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• Improving standard vibrational analysis
§ Larger and more complex systems
§ Better sampling
§ Longer time scales for single molecule
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From Mark Johnson (Yale)
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AIMD simulations will need long 
trajectories to perform autocorrelation 
functions

• Ab initio molecular dynamics (AIMD) 
has transformed how spectroscopic 
measurements from advanced light 
sources are analyzed, such as 
Raman, EXAFS, CTR, XANES, etc.

• Advanced HPC algorithm 
development has made the first-
principles analysis of advanced light 
sources possible for the first time

• However, the computation cost of 
AIMD is prohibitive for many 
projects and other possible 
predictive analysis, e.g. isotope 
fractionation using quantum 
dynamics 
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• 20 picoseconds of simulation time ≈ 
200,000 steps
§ 1 sec/step = 2-3 days simulation time
§ 10 sec/step = 23 days simulation time
§ 13 sec/step = 70 days simulation time

• Mesoscale phenomena at longer time 
scales
§ Assume 1 sec/step
§ 100 psec = 10-15 days simulation time
§ 1 nsec = 100 - 150 days simulation time

• Strong scaling required to reduce time 
per time step as much as possible
§ At least below 1sec/step

Strong Scaling is Key Free	Energy	Simulations

Surface	 spectroscopies



Possible Solution: Parallel in Time
• Increasing the time step (dt) in time integration quickly becomes 

unstable
• One approach to bridging these temporal scales is the development of 

algorithms which parallelize over time, i.e. parallel in time algorithms
• The central philosophy of parallel in time integration is to start with a 

guess for the trajectory over some fixed time interval and then attempt 
to relax it until it approximates the “true” trajectory. 

t	=	time

x(t)

Trajectory for a simple spring
(K=1,x0=1,v0=0)
Increasing time step 

Can this be 
parallelized????



Parallel In Time Algorithms Without Using Approximate 
Models:  Fixed Point Parallel in Time Algorithms

These	algorithms	transform	standard	forward	substitution	time	integration	solvers,	i.e.	
xi+1ßf(xi),	 into	fixed-point	root	problems

F(X)	=	0	or

Can	be	solved	using	a	variety	of	optimization	techniques,	 including	preconditioned	fixed-point,	quasi-Newton,	and	
preconditioned	quasi-Newton	optimization	methods	(i.e.	solve	F(G-1(X))=0).		These	algorithms	can	be	parallelized	since	the	
evaluation	of	the	trial	root	function	F(X)	can	be	done	in	parallel.	See	Bylaska	et	al.	Extending	Molecular	Simulation	Time	Scales:	
Parallel	in	Time	Integrations	for	High-Level	Quantum	Chemistry	and	Complex	Force	Representations.	J.	Chem.	Phys.2013,	139,	
074114.	DOI:	10.1063/1.4818328.
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Serial
w/	increasing	 Δt

Parallel	in	time

Spring	Trajectory

These	algorithms	 are	particularly	useful	 for	diffusion	based	mescoscale models
• Note	phase	field	Δt ~	ΔX4



The	serial	solution	to	time	integration,	
with	initial	condition

is	

Using	column	vector	to	store	
each	step	in	the	time	iteration	
from	i=1,4

This	equation	can	also	be	solved	by	a	fixed-point	iteration	(or	more	advanced	
root	finding	algorithms)	over	the	whole	path	or	trajectory	

or

Parallel in Time: Fixed Point Iteration

Parallelized	by	distributing	work	
over	rows



Real Example:  HCl+4H2O MP2 AIMD Simulations

Ideal Speedups of 30 seen, 
and FAS methods show 
further promise. However, 
preconditioners really help! 
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• This development proposes to speed up the AIMD/spectroscopy analysis by generating and using machine-learned 
atomistic potentials on the fly to speed up the sampling used in spectroscopic analysis, while maintaining the 
accuracy of the full AIMD analysis. In addition, using machine learning to regress AIMD into effective molecular 
dynamics potentials has the potential to enable quantum dynamics approaches for isotope fractionation that are 
able to overcome the limits of inherent structure approaches.

New machine learning strategies for improving 
spectroscopic analysis using atomistic 
simulations 

In these approaches, 2-body and 3-body functions are used to define 
the feature mapping or basis that is input into the feed-forward neural 
network. These functions are similar to 2- and 3-body molecular 
dynamics potentials but with varying parameters, e.g.,
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Traditional Fitting of MD Potentials

4668 dx.doi.org/10.1021/jp201043f |J. Phys. Chem. A 2011, 115, 4665–4677

The Journal of Physical Chemistry A ARTICLE

centers of SPC/E water molecules, U2B(Cm
3þ"H2O) is the non-

electrostatic short-range solute"solvent two-body interac-
tion, and U3B(O"Cm3þ"O) is nonelectrostatic short-range
solvent"solute"solvent three-body interaction. The explicit
analytic forms for the two-body U2B(Cm

3þ"H2O) and three-
body U3B(O"Cm3þ"O) solute"solvent interactions are given
by

U2BðCm3þ"H2OÞ ¼
X

R¼O,H1,H2
ACmR expð " BCmRrCmRÞ þ

CCmR

rCmR4
þ DCmR

rCmR6

! "
ð2Þ

U3BðO" Cm3þ "OÞ ¼ R expð " βr1 " βr2 " γr3Þ ð3Þ

The two-body parameters A, B, C, D, and the three-body
parameters R, β, and γ are listed in Table 2. In the second
classical simulation, the Cm(III)"water interaction was de-
scribed using a purely empirical pair Lennard-Jones potential
(CMD-LJ). The CMD-LJ Lennard-Jones parameters were ob-
tained by adjusting the Rappe et al. unified force field (UFF)
parameters29 for Cm3þ so that the first and second peak
positions in the simulated Cm"O radial distribution function
approximately match the experimental first and second shell
Cm"O distances, respectively. In this case, the total pair
potential energy, UCMD-LJ, is expressed as

UCMD-LJ ¼ Uele þULJðO"OÞ þ ULJðCm3þ "OÞ ð4Þ

where Uele and ULJ(O"O) have the same definition as in eq 1
and ULJ(Cm

3þ"O) is the nonelectrostatic solute"solvent pair
Lennard-Jones interaction. The Lennard-Jones parameters for
Cm3þare listed in Table 2 and Lennard-Jones parameter for O is
the same as in the SPC/E interaction. The effective LJ parameters
εCm3þ"O and σCm3þ"O for ULJ(Cm

3þ"O) were obtained using
the Lorentz"Berthelot mixing rules: εCm3þ"O = (εCm3þεO)

1/2

and σCm3þ"O = 1/2(σCm3þ þ σO)
The Nose"Hoover thermostat chain21,30 was used to control

the temperature in both CMD simulations. The length of

the thermostat chain was 5. A Yoshida"Suziki integrator31,32

of order 9 was used to propagate thermostat positions and
velocities. The long-range electrostatic interactions were treated
using the classical Ewald summation technique.33,34 The Ewald
convergence parameter was set to R = 5/L Å"1. The real space
Ewald summation was carried out in the central unit cell using the
standard minimum image convention. In the reciprocal summa-
tion, truncation of the modulus of the reciprocal lattice vector
was determined by |η|e 27, where the reciprocal lattice vector is
given by k = 2πη/L = (2π/L)(η1,η2,η3), and ηi = 0, (1, (2... .
The RATTLE algorithm35 was used to constrain the geometry
and velocities of the water molecules. The relevant input param-
eters for the CMD simulations are listed in Table 1.

3. RESULTS AND DISCUSSIONS

3.1. Hydration Shell Properties. In the radial distribution
function (RDF) plot in Figure 1, well-defined isolated peaks can
be seen in the 2"3 and 4"5.3 Å ranges for the first and second
solvation shells, respectively. The first shell parameters in Table 3
lists the average first shell Cm3þ"O separation, rCm-OI, to be
2.50 Å for the AIMD simulation and in the 2.52"2.53 Å range for
the QM/MM and CMD simulations. The corresponding devia-
tions in the Cm3þ"O, σCm-OI, are 0.11 and 0.08"0.11 Å.
Compared to experimental data, all the bonds are slightly longer
but shorter when compared to the past theoretical data of
Hagberg et al.13 The average AIMD and QM/MM Cm3þ"O
bond lengths are also slightly contracted compared to the gas-
phase values of [Cm(OH2)8]

3þ and [Cm(OH2)9]
3þ, respec-

tively. Also O"H bond lengths and H"O"H bond angles show
very small deviations from the gas-phase values. A key feature of
the gCm"O(r) RDF in Figure 1 is the character of the peak height
and width in the first shell. The AIMD peak height is the shortest,
mainly due to the fact that it has the lowest first shell coordina-
tion number (the coordination number is proportional to the
area under the curve), followed by the QM/MM-PBE curve with
a primary coordination number of 8. The QM/MM-PBE0 and
CMD-3B curves with coordination number 9 have nearly the
same character, but the height difference between CMD-LJ first
shell and second shell peaks is the largest, indicating that the first

Table 2. Two and Three-Body Interaction Parameters Used
for the Classical MD Simulations

Two-Body Interaction Parameters
CMD-3B CMD-LJ

ACmO (kcal mol"1) 90 139.305 454 3

ACmH (kcal mol"1) 19 533.436 139 1

BCmO (Å"1) 3.411 177 7

BCmH (Å"1) 3.239 302 2

CCmO (kcal mol"1 Å4) "618.274 311 58

CCmH (kcal mol"1 Å4) "948.021 166 78

DCmO (kcal mol"1 Å6) "482.957 869 87

DCmH(kcal mol"1 Å6) 349.304 082 54

εCm3þ (kcal mol"1) 0.013

σCm3þ (Å) 3.700

Three-Body Interaction Parameters
CMD-3B

R (kcal mol"1) 188.2527

β (Å"1) 0.925 965 73

σ (Å"1) "0.056 691 77

Figure 1. Cm"O radial distribution function (upper panel) and
running coordination number (bottom panel) plots per simulation.

Postulate a potential form

And use non-linear regression (mrqmin) of  simulation/experimental data to find 
parameters
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We were able to reduce the  
mean absolute error w down 
to 0.006, which represents 
roughly 5% of the range of 
the force. However, this error 
is too large and , additional 
research into choosing 
feature functions as well as 
the use of longer AIMD 
simulations is required for this 
method to be truly 
competitive.

First Attempt – Fitting forces with 
TensorFLow

P
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• 1x20x40x1 – Adam solver

Back to the Basics
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• 3x60x120x1
• Described by a 3d 

space
• 10,000 points ~= 213

ML Potential for CO2 Molecule

While the ML approach looks feasible and automatable there 
are several challenges going forward
• High-dimensional spaces 
• Charges, dipoles, polarization, bond breaking, …
More model input will probably be needed for this approach to 
be predictive
• Start with fitted MD potentials and correct with ML
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• Classical computing 
is becoming power 
bound

• All DOE 
supercomputers are 
going to have more 
GPUs than they 
know what to do 
with…..

• Planning for many 
cycles to be used for 
ML

Computing Horizons – The 
Next Wave
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Eric J. Bylaska
Department of Chemistry, UniVersity of California, San Diego, La Jolla, California 92093-0340

Peter R. Taylor
San Diego Supercomputer Center, P.O. Box 85608, San Diego, California 92186-9784

Ryoichi Kawai
Department of Physics, UniVersity of Alabama at Birmingham, Birmingham, Alabama 35294-1170

John H. Weare*
Department of Chemistry, UniVersity of California, San Diego, La Jolla, California 92093-0340

ReceiVed: September 25, 1995; In Final Form: December 12, 1995X

The energies of isomers of C20 including neutral and positively charged ring, fused ring, flake, and fullerene
structures have been calculated within the pseudopotential local density approximation (LDA). The objective
is to predict the relative energies of the isomers as well as to validate LDA calculations for the carbon system.
For C20, high-level coupled-cluster (CCSD(T)) calculations are just possible and are used for comparison.
Our most accurate LDA calculations agree with prior calculations quantitatively and remarkably well with
extrapolated CCSD(T) calculations. However, various approximations can qualitatively affect the results.
For example softening the pseudopotential for carbon can cause the ordering of the isomer stability to reverse
even though good agreement with smaller systems is retained. Similar problems can occur if the plane-wave
basis is not sufficiently large.

I. Introduction

Knowledge of the relative stability of small and medium size
carbon clusters is important to understanding the growth and
reactivity of large fullerenes.1-3 In addition to experimental
measurements, a number of theoretical calculations have been
attempted to provide such information. However, isomers of
carbon clusters are typically separated in energy by less than
20 kcal/mol, an accuracy that is difficult to achieve for systems
of many atoms with quantum-chemical calculations. For this
reason various methods of calculation have produced conflicting
results.4-9 For example, SCF8,9 and gradient-corrected LDA9
calculations predict ring structures as optimal for C20 whereas
MP28 and uncorrected LDA7 predict the fullerene structure as
having the lowest energy. Furthermore, experimental data are
generally taken for charged clusters (usually positively charged):
these are more challenging to calculate but could have signifi-
cantly different relative stabilities from the neutral clusters. All
these factors coupled with the general lack of agreement of
experimental predictions with even very high level calculations
for smaller carbon systems have led to a rather confused
situation.10
In this paper, we present relative ground state energies

calculated within the local density approximation for several
isomers of C20 and C20+; a monocyclic ring (ringI), three
different bicyclic rings (ringII), a corannulene-like structure
(flake), and a fullerene structure (fullerene) (see Figure 1). Our
objectives here are not only to elucidate the relative energies
of the structures of the C20 and C20+ systems but also to quantify
the reliability of LDA calculations in relative energy calcula-
tions. Relative to other types of calculations, LDA is compu-
tationally very attractive. Since it is difficult to imagine high-

level quantum chemistry calculations for sizes larger than 20,
efficiency is very important. However, before using predictions
to analyze experimental results it is necessary to assess the
accuracy of the methods used. For this purpose we include
comparisons with our recent calculations11 using highly reliableX Abstract published in AdVance ACS Abstracts, April 1, 1996.

Figure 1. The six C20 structures that were calculated with LDA. For
CCSD(T), only the fullerene, flake, ringI, and most stable ringII
structures were calculated.

6966 J. Phys. Chem. 1996, 100, 6966-6972

0022-3654/96/20100-6966$12.00/0 © 1996 American Chemical Society

+ +

+ +

D
ow

nl
oa

de
d 

vi
a 

PA
CI

FI
C 

N
O

RT
H

W
ES

T 
N

A
TL

 L
A

BO
RA

TO
RY

 o
n 

Fe
br

ua
ry

 2
4,

 2
01

9 
at

 0
1:

48
:5

4 
(U

TC
). 

Se
e 

ht
tp

s:/
/p

ub
s.a

cs
.o

rg
/sh

ar
in

gg
ui

de
lin

es
 fo

r o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

ish
ed

 a
rti

cl
es

. 

LDA Predictions of C20 Isomerizations: Neutral and Charged Species

Eric J. Bylaska
Department of Chemistry, UniVersity of California, San Diego, La Jolla, California 92093-0340

Peter R. Taylor
San Diego Supercomputer Center, P.O. Box 85608, San Diego, California 92186-9784

Ryoichi Kawai
Department of Physics, UniVersity of Alabama at Birmingham, Birmingham, Alabama 35294-1170

John H. Weare*
Department of Chemistry, UniVersity of California, San Diego, La Jolla, California 92093-0340

ReceiVed: September 25, 1995; In Final Form: December 12, 1995X

The energies of isomers of C20 including neutral and positively charged ring, fused ring, flake, and fullerene
structures have been calculated within the pseudopotential local density approximation (LDA). The objective
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For C20, high-level coupled-cluster (CCSD(T)) calculations are just possible and are used for comparison.
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extrapolated CCSD(T) calculations. However, various approximations can qualitatively affect the results.
For example softening the pseudopotential for carbon can cause the ordering of the isomer stability to reverse
even though good agreement with smaller systems is retained. Similar problems can occur if the plane-wave
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I. Introduction

Knowledge of the relative stability of small and medium size
carbon clusters is important to understanding the growth and
reactivity of large fullerenes.1-3 In addition to experimental
measurements, a number of theoretical calculations have been
attempted to provide such information. However, isomers of
carbon clusters are typically separated in energy by less than
20 kcal/mol, an accuracy that is difficult to achieve for systems
of many atoms with quantum-chemical calculations. For this
reason various methods of calculation have produced conflicting
results.4-9 For example, SCF8,9 and gradient-corrected LDA9
calculations predict ring structures as optimal for C20 whereas
MP28 and uncorrected LDA7 predict the fullerene structure as
having the lowest energy. Furthermore, experimental data are
generally taken for charged clusters (usually positively charged):
these are more challenging to calculate but could have signifi-
cantly different relative stabilities from the neutral clusters. All
these factors coupled with the general lack of agreement of
experimental predictions with even very high level calculations
for smaller carbon systems have led to a rather confused
situation.10
In this paper, we present relative ground state energies

calculated within the local density approximation for several
isomers of C20 and C20+; a monocyclic ring (ringI), three
different bicyclic rings (ringII), a corannulene-like structure
(flake), and a fullerene structure (fullerene) (see Figure 1). Our
objectives here are not only to elucidate the relative energies
of the structures of the C20 and C20+ systems but also to quantify
the reliability of LDA calculations in relative energy calcula-
tions. Relative to other types of calculations, LDA is compu-
tationally very attractive. Since it is difficult to imagine high-

level quantum chemistry calculations for sizes larger than 20,
efficiency is very important. However, before using predictions
to analyze experimental results it is necessary to assess the
accuracy of the methods used. For this purpose we include
comparisons with our recent calculations11 using highly reliableX Abstract published in AdVance ACS Abstracts, April 1, 1996.

Figure 1. The six C20 structures that were calculated with LDA. For
CCSD(T), only the fullerene, flake, ringI, and most stable ringII
structures were calculated.
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The energies of isomers of C20 including neutral and positively charged ring, fused ring, flake, and fullerene
structures have been calculated within the pseudopotential local density approximation (LDA). The objective
is to predict the relative energies of the isomers as well as to validate LDA calculations for the carbon system.
For C20, high-level coupled-cluster (CCSD(T)) calculations are just possible and are used for comparison.
Our most accurate LDA calculations agree with prior calculations quantitatively and remarkably well with
extrapolated CCSD(T) calculations. However, various approximations can qualitatively affect the results.
For example softening the pseudopotential for carbon can cause the ordering of the isomer stability to reverse
even though good agreement with smaller systems is retained. Similar problems can occur if the plane-wave
basis is not sufficiently large.
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structures were calculated.
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Møller-Plesset perturbation theory (MP2), Coupled Cluster, multi-configuration self-consistent field (MCSCF), se-
lected configuration interaction (CI), tensor contraction engine (TCE) many body methods, density functional the-
ory (DFT), time-dependent density functional theory (TDDFT), real time time-dependent density functional theory,
pseudopotential plane-wave density functional theory (PSPW), band structure (BAND), ab initio molecular dynam-
ics, Car-Parrinello molecular dynamics, classical molecular dynamics (MD), QM/MM, AIMD/MM, GIAO NMR,
COSMO, COSMO-SMD, and RISM solvation models, free energy simulations, reaction path optimization, parallel
in time, among other capabilities[? ]. Moreover, new capabilities continue to be added with each new release.

NWChem is readily available, and is an Open Source project licensed under the permissive Educational Com-
munity License (ECL) 2.0 license. Source files and binaries for NWChem are located in the github repository,
https://github.com/nwchemgit/nwchem. A Docker image of NWChem is also available at the url
https://hub.docker.com/r/nwchemorg/nwchem-qc/. While various NWChem releases can also be installed for
other LINUXdistros , this option is not currently recommended because recent versions of NWChem are needed to
to generate input for the Quantum Development Kit.

Eric to write ? ]

C. Review of Quantum Simulation

Quantum simulation is perhaps the original application of quantum computation. Proposed in 1982 by Richard
Feynman [citation needed], the idea behind quantum simulation is to use a quantum computer to emulate the dy-
namics of a quantum system. The key insight behind this stemmed from the observation that the Hilbert space
dimension needed to describe quantum dynamics exactly scales exponentially with the number of subsystems in-
volved in the simulation. In particular, the goal of quantum simulation is to take a Hamiltonian H, evolution time t
and simulation error e and output an operation U such that

ke�iHt � Uk  e. (23)

This criteria suffices to guarantee that the error in the simulation for any initial state is at most e. Similarly, it also
guarantees that the error in the groundstate eigenvalues is at most e as well [citation needed].

The complexity of simulating a second quantized Hamiltonian scales exponentially with the number of spin or-
bitals in the thermodynamic limit. However, if we use a quantum computer then the dynamical simulation problem
in (23) can be solved using a polynomial number of quantum operations. The precise number of gates needed for
these simulations have fallen precipitously as a function of the number of spin orbitals. Early work suggested that the
number of gate operations should scale like O(N11), where N is the number of spin orbitals in the problem [citation
needed]. More recent work has reduced this to O(N6) or lower [citation needed]for generic problems in chemistry
or O(N2) or lower for certain problems in material science [citation needed].

The dynamical simulation considered above is usually used as a primitive in other algorithms that estimate static
properties of a quantum system, such as the groundstate energy of a molecule. Ground state energy estimates are
usually extracted by applying using the operator U that simulates evolution under H from within another algorithm.
Phase estimation of the operation represented by U can be used, for instance, to estimate ground state energies. In
variational methods an operator like U also often appears to prepare the ansatz wavefunction, usually a unitary
coupled cluster ansatz [citation needed]. At present, the two most popular methods for constructing the opera-
tor U are Trotter–Suzuki methods and Qubitization. The former requires fewer qubits and can in practice require
fewer gates for certain simulation problems, whereas the latter has better asymptotic scaling. Both methods have
implementations provided in Q# and we describe both in detail in the following two subsections.

1. Trotter–Suzuki Methods

Trotter–Suzuki methods are a cornerstone method for simulating physics on quantum computers. The idea behind
Trotter–Suzuki methods is that, while in general it is difficult to compile e�iHt into quantum gates directly, H is often
the sum of a large number of individual terms Hj such that it is easy to find circuits for each e�iHjt. The simplest
example of this is that if H = asx + bsy + csz, then each of these individual terms can be simulated using Rx, Ry,
and Rz gates (which are defined in ??). In general, if a Hamiltonian is of the form H = ÂM

j=1 hjPj where each Pj is a
tensor product of Pauli operators Hermitian then a Trotter–Suzuki approximation of the form

e�iHt =
M

’
j=1

e�ihjPjt + O(M2 max
j,k

k[Pj, Pk]kmax |hj|2t2). (24)

- Trotterization
predicts the 
fullerene lower than 
the ring by 1.75 eV
- Taylor, Bylaska, 
Kawai, Weare –
CCSD(T) early 
1990s, Fullerene 
lower than ring by 
1.7 eV

The smaller the 
molecule in a published 
paper the greater its 
importanceExact quantum 

chemistry not 
computable on 
classical computers
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• Computation chemistry methods are becoming truly predictive, rather then just rationalizing 
existing knowledge.  Synergistic use of AIMD and spectroscopies is already changing many 
spectroscopies.

• New machine-learning methods for developing MD potentials will support longer dynamical 
simulations and improved phase sampling methods, which will provide new models of chemical 
mechanisms in complex brines, defected solids and interfaces.
§ Inverse modeling expertise from the chemistry and condensed matter communities needs 

to be better incorporated.
• All these developments will be available to the wider geochemistry, chemistry, and materials 

communities via inclusion in the NWChem (NWChemEx) program or the EMSL Arrows scientific 
service. 
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